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Thermal wave interferometry applied to the evaluation of thermal diffusivity of
freestanding coatings and single layers is herewith presented. Measurements on a set of
eight different materials (oxides free copper, an aluminium alloy, Armco iron, AISI 316
stainless steel, Nimonic90 and IN738 nickel based alloys and Yttria partially stabilised
Zirconia coatings) have been carried out. The corresponding thermal diffusivity values
cover a very large range (about three order of magnitude). A comparison of 1D and 3D
models has been done in order to optimise the main measurement parameters. Sample
thickness, heating beam size and modulation frequency range have been selected in order
to maximise the photothermal signal and its phase variation as a function of the frequency.
Experimental results give evidence of a very good agreement between literature and
experimental values for all samples confirming the capability of this technique for
measuring the thermal diffusivity of thin slabs. C© 2000 Kluwer Academic Publishers

1. Introduction
The thermal diffusivityα plays a key role in many ap-
plications when heat transfer phenomena are involved.
Since the last century, many different methods for mea-
suring this property have been developed [1, 2].

At the present days, the laser flash method [3–6] is
considered the standard technique for thermal diffusiv-
ity measurements of solids materials.

This method consists in heating a sample by a short
laser pulse and detecting the temperature evolution
on its rear surface. One limitation of the laser-flash
method is related to the need of accurate and specific
sample geometrical requirements, typically a thin small
cylinder.

In the last few decades, several photothermal tech-
niques [7] have been developed for measuring thermal
diffusivity. In particular, the mirage method has been
widely applied mainly for measuring the thermal dif-
fusivity in thermally thick materials [8–11]. This tech-
nique is based on the periodical heating (with a fre-
quency f ) of a sample by a modulated laser beam
(pump beam) which generates a thermal wave within
the sample.

Modulated thermal gradient and consequent gradi-
ent in the refractive index of air are induced in the air
close to the sample: the periodical deflection of a probe
beam grazing along the sample surface is measured by
a position sensor.

A precise scanning of the thermal wave field by
varying the distancex0 between pump and probe laser
beams gives the thermal wavelength and the thermal
diffusivity.

In particular, in the zero crossing technique [9, 10],x0
is the separation between the points corresponding to a
signal phase shift of±π/2 with respect to the spot cen-
trex= 0. In the arbitrary phase shift technique [12, 13],
x0(φ∗) is the separation between the points correspond-
ing to an arbitrary phase shiftφ∗ of the signal relative
to the spot centre.

In both techniquesα is linked to the slope of the
experimental curve ofx0 versusf −1/2.

An original approach to photothermal techniques is
based on wave optics [14, 15].

Starting from the pioneering works of Bennett and
Patty and Almond [16, 17], thermal wave interfero-
metry (TWI) in 1D-approximation [7] has been widely
applied for coating thickness or thermal diffusivity eval-
uation [17–19]. Similarly to the previous technique,
TWI is based on the periodical heating of a sample
(typically by a modulated laser beam). The two-layer
structure of the coated sample produces a change of the
ac-component of the temperature with respect to an un-
coated surface: this change of the surface temperature
can be detected by an IR detector.

In the last few years, TWI in 3D-approximation has
been considered in order to measure also the in-plane
thermal diffusivity of bulk materials [20, 21].

Photothermal reflectance technique [22–26] has been
successfully applied to measure thermal diffusivity of
thin films as well as bulk materials.

Also transient photothermal techniques have suc-
cessfully applied for measuring thermal diffusivity of
both bulk [27], coatings [19, 28] and free standing lay-
ers [29]. In this cases, sample surface is heated by an
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optical pulse (Dirac or single square wave shaped) and
the time evolution of the surface temperature is moni-
tored by an IR detector.

All these methods (but not laser flash method) are
single sided and contactless. Mirage and reflectance
methods require an high flatness of sample surface but
not TWI.

This pushes to extend the application of TWI also to
thermal diffusivity evaluation of thin slabs.

In this work, TWI technique is applied to evaluate
thermal diffusivity of single layers and free standing
coatings of some different materials with thermal dif-
fusivities ranging in a quite large range: between c.a.
0.001 and 1.1 cm2/s. In order to optimise sample thick-
ness, as well as measurement parameters (i.e. frequency
range and laser beam size) a specific study on the valid-
ity limits of the 1D approximation has been performed.

2. Photothermal technique:
Theoretical remarks

Thermal Wave Interferometry is a well-established
technique for the measure of the thickness and the ther-
mal diffusivity of coatings and is specifically well suited
for thermal barrier coatings [7, 16, 17, 19]. When a ther-
mal wave is generated within solid multilayered sam-
ples by intensity modulated optical excitation (typically
a continuous wave laser), the propagation of this wave
is affected by the presence of the thermal mismatch at
the coating-substrate interface. In particular, as thermal
waves behave like common waves, they are partially re-
flected and transmitted at the separation surface of the
two different materials. The analysis of the temperature
distribution on the sample surface gives information on
both the coating thickness and its thermal diffusivity.

For a two layer sample heated uniformly by a tempo-
rally modulated optical source at an angular frequency
ω (=2π f ), the ac-component of the surface tempera-
ture depends on both the coating thicknessL and the
thermal diffusivity,α= k

ρC , as follows [16, 17]:

T(0, t) = I0

k1σ1

(1+ Re−2σ1L )

(1− Re−2σ1L )
ejωt (1)

whereσ1= (1+ j )
√

ω
2α1

( j the imaginary unit), and
ρ, C, k and I0 are the density, the thermal capacity,
the thermal conductivity and the power density respec-
tively; R= ε1− ε2

ε1+ ε2
(whereεi =

√
ρi Ci ki is the thermal

effusivity) is the thermal wave reflection coefficient at
the interface where subscripts 1 and 2 refer to coating
and substrate, respectively.

√
ω

2α1
is the thermal diffu-

sion lengthµ and represents, in Equation 1, the decay
constant of the thermal wave damping (i.e. the depth
where the initial magnitude of the thermal wave re-
duces by a 1/e factor). Furthermore, from Equation 1
it is possible to define both amplitude A and phase1φ

as follows [16]:

A =
(

e4h + 2Re2h cos(2h)+ R2

e4h − 2Re2h cos(2h)+ R2

)1/2

1φ = arctan

(
e−2h(e4h − R2)

2Rsin(2h)

)
(2)

whereh= L/µ is the normalised thickness of the first
layer.

Experimentally, a non linear regression technique al-
lows to evaluate, from one of the two expressions of
Equation 2,L2/α and R. If L is known, thermal dif-
fusivity α can be obtained. In order to perform a mul-
tiparametric non linear best fitting, data referring to
measurements carried out at different frequencies are
required. Phase measurements are usually preferred to
the amplitude ones becausef is less sensitive to optical
features of the sample surface as well as to laser power
variation during the measurement.

As an example, Fig. 1 shows both theoretical curves
for amplitude and phase as a function of the normalised
coating thickness (h) for R values ranging between−1
and 1.

When the beam radius< (defined as the distance
where intensity reduces to 1/e of value at the beam
centre) can not be supposed infinite in respect of the
area a imaged by the IR detector, the one-dimensional
solution of the Fourier equation is no more applicable.
The three dimensional ac temperature of sample surface
for an harmonic gaussian beam< is [30]:

T̄3D(r ) = I0<2

2πk1

∫ ∞
0

J1(λa) exp
(−λ2<2

4

)
λaσ1(λ)

×
[

1− 03D(λ) exp(−2σ1(λ)L)

1+ 03D(λ) exp(−2σ1(λ)L)

]
J0(λr )λdλ (3)

(a)

(b)

Figure 1 Phase (a) and amplitude (b) of the ac component of temperature
versus the normalised thicknessh for different values of the reflection
coefficientR ranging from−1 to 1 (in the sense of the arrow).
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whereJ0 andJ1 are zero and first order Bessel functions
of first kind respectively,

σi (λ) =
[
λ2+ J̇ω

αi

]1/2

i = 1, 2 (4)

are the complex wave numbers and

03D(λ) = 1− b3D(λ)

1+ b3D(λ)
where b3D(λ) = k2σ2(λ)

k1σ1(λ)

(5)

is the thermal wave reflection coefficient.
Main differences of Equations 3–5 if compared with

the one-dimensional case are related to the frequency
dependence onλ of complex wave numbers and con-
sequently also of the reflection coefficient03D. As it is
more practical to use the one-dimensional approxima-
tion, an accurate analysis to establish the validity limits
of this approximation should be performed. This could
be done comparing Equations 1 and 3 as a function of
frequency range, beam size and layer thickness.

3. Experimental
3.1. Materials
The samples selected in the present work have been cho-
sen in order to cover a very large range of thermal dif-
fusivity values (ca. three orders of magnitude). In par-
ticular the following materials have been considered:

Two free standing Yttria Partially Stabilized Zirconia
(YPSZ) coatings. The first, hereafter called APS, was
Air Plasma Sprayed (APS) while the second, EBPVD,
was deposited by Electron Beam Vapour Physical De-
position EB-PVD. APS coating has been deposited on
an AISI304 stainless steel by Flame Spray using Starck
Amperit 825.0 (H. C. Starck, Germany) (ZrO2+ 7 wt%
Y2O3) powder and a Metco 3M gun. EBPVD coating
has been deposited on an AISI304 stainless steel by
Chromalloy U.K. following their standard procedure.
Both coatings have been detached from the substrate
by a chemical attack.

Six metallic layers made of oxides free electrolytic
copper, the aluminium alloy UNI3571, Armco Iron,
AISI316 stainless steel, NIMONIC90 and IN738 nickel
base alloys have been selected. In particular, Table I re-
ports the composition of these alloys.

Sample thickness and thermal diffusivity values as
reported in data sheets or in literature are collected in
Table II.

As zirconia is translucent to the optical radiation (and
since TWI model requires total absorption on the sam-

TABLE I Chemical composition (wt.%) of metallic samples

Al Cu Si Mg Mn Fe Cr Co Ni Ti Mo W Ta C P S Sn Zn

Copper >99.8
UNI3571 bal. 0.8–1.0 0.5–0.85 0.25–0.7 0.45<0.1 <0.1 <0.1
ARMCO Iron 0.01 0.01 0.01 99.94 0.01 0.005 0.001 0.001
AISI316 <1 <2 bal. 16–18 10–14 <0.1 <0.045 <0.03
NIMONIC 90 1–2 0.2 1 1 1.5 18–21 15–21 bal. 2–3 <0.13 <0.015
IN738 3.4 16 8.5 bal. 3.4 1.75 2.5 1.75 0.17

TABLE I I Thickness and literature values of thermal diffusivity of
samples

Thickness Thermal diffusivity
[µm] [10−4 m2/s]

Electrolytic Copper 1025± 4 1.16 [7]
Aluminium alloy 1058± 1 0.64 [31]
UNI3571
ARMCO Iron 820± 4 0.16–0.25 [32,33]
AISI316 stainless 610± 5 0.0348 [7]

steel
NIMONIC90 507± 4 0.031 [34]

Nickel base alloy
IN738 Nickel 415± 4 0.026–0.04 [33, 35]

base alloy
EBPVD YPSZ 625± 10 0.0086 [36]
APS YPSZ 282± 19 0.0020–0.0045

[19, 32, 33, 35, 37]

Figure 2 TWI experimental set-up.

ple surface (within a depth that is negligible if com-
pared to the thermal diffusion length), a thin layer of
gold (<50 nm thick) has been deposited on the sample
surface by sputtering.

To avoid the reflection of laser visible light, metallic
samples have been lightly sand blasted and then a thin
graphite layer (<50 nm thick) has been evaporated on
their surface.

3.2. TWI experimental set-up
Fig. 2 shows the TWI experimental set-up: the heating
source is a 5W Ar ion laser (Spectra Physics 2020).
The intensity, always lower than 1.5 W, was modulated
using a high stability mechanical chopper (HMS Elek-
troniK mod. 220-RG). An optical system allowed to
expand the laser beam on the sample surface so that the
one-dimensional approximation was guaranteed [30].
The infrared radiation emitted by the sample surface
was collected and focused on a Hg1−xCdxTe infrared
detector (EG&G Judson) by using a Germanium lens.
The detector active area was 0.1 mm× 0.1 mm. The
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signal was amplified firstly by a dc-coupled low noise
transimpedance preamplifier and then by a lock-in am-
plifier (EG&G mod. 5501). A time averaging procedure
with statistic treatment of the data and subsequent coat-
ing thermal diffusivity evaluation was performed under
the control of a proprietary PC program.

3.3. Optimisation of
measurement parameters

As already stated, the modulation frequency range as
well as the laser beam size have been modified as a
function of the sample tested, in order to guarantee the
validity of the one-dimensional heating approximation
[see Equation 1].

As a matter of fact, for optimising the experimen-
tal parameters it should be taken into account that the
sample thickness is obtained as the best compromise
between signal amplitude and phase variation in the
frequency scanning measurement. In fact, as shown in
Fig. 1a amplitude strongly decreases as theL/µ is in-
creased; on the contrary, maximum phase variation (see
Fig. 1b) takes place forL/µ in the range 0.3–1.5.

Furthermore, as the thermal diffusion lengthµ de-
pends on both the thermal diffusivity of the material and
the modulation frequencyf , the sample thicknessL
should be chosen to satisfy the already mentioned con-
dition onL/µ. But the photothermal signal always de-
creases as the modulation frequencyf increases. This
means thatf should be always chosen as low as pos-
sible. Since the lowerf the longerµ, in order to guar-
antee the one-dimensional heating approximation the
laser beam size should be expanded in suitable way.
But expanding the beam, the power density reduces
as the square of the beam radius and consequently the
photothermal signal as well.

In order to optimise the experimental parameters,
some preliminary simulations have been performed
comparing phase as a function of modulation frequency
f in one and three dimensional approximations. In this
way we have selected the minimum beam size for scan-
ning the frequency within the range either satisfying the
one-dimensional approximation or corresponding to a
L/µ range of 0.3–1.5.

As example of these theoretical simulations, for some
of the studied samples Figs 3 and 4 show phase versus
frequency curves in three dimensional and one dimen-
sional approximations for different beam sizes.

Beam dimension was experimentally measured using
a method described in details elsewhere [30].

Table III summarises frequency ranges and beam ra-
dius used for carrying out measurements on samples.

From the experimental point of view, beam sizes and
modulation frequencies have been chosen to limit the
phase difference between one and three dimensional
models to 1 degree. In particular for all samples but
copper and aluminium the phase difference results al-
ways smaller than 0.9 degrees and 0.07 degrees at the
lowest and at the highest modulation frequency respec-
tively. For the two most diffusive materials phase dif-
ference ranges from 1.5 to 0.3 degrees. These values
correspond to the experimental uncertainty.

TABLE I I I Main experimental TWI parameters chosen for the
samples

Modulation Frequency Radius beam
Sample range [Hz] size [µm]

YPSZ-APS 1–30 5043
YPSZ-EBPVD 1–10 5043
Electrolytic Copper 30–85 7532
UNI3571 Aluminium 20–70 7532

alloy
Armco Iron 10–30 7532
AISI316 stainless 1–20 5043

steel
NIMONIC90 nickel 3–20 5043

alloy
IN738 nickel alloy 3–20 5043

Figure 3 Theoretical phase versus modulation frequency curves as a
function of the heating beam size. Curves refer to one-dimensional
case (❍), to three dimensional case with a<=5000 µm (¥), and
<=2500µm (¤) for IN738 sample. Three dimensional curves have
been computed using Equation 3 wherea= 100µm.

Figure 4 Theoretical phase versus modulation frequency curves as a
function of the heating beam size. Curves refer to one-dimensional
case (❍), to three dimensional case with a<=5000 µm (¥), and
<=7500µm (¤) for Armco iron (upper curves), UNI3571 (intermedi-
ate curves) and electrolytic copper (lower curves) samples. Three dimen-
sional curves have been computed using Equation 3 wherea= 100µm.

3.4. Experimental uncertainty
In order to reduce the statistical uncertainty of the mea-
surement, at each frequency, phase measurements were
carried out for a period of timeTm corresponding to the
sum of a fixed timeTfix (usually 40 seconds) and a
variable time expressed as a function of the number of
periods; thusTm resulted:

Tm = Tfix + Periods/ f (6)
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TABLE IV Thermal diffusivity values as measured by TWI on samples and as reported in literature

Thermal diffusivity Experimental Thermal diffusivity Literature
Experimental [10−4 m2/s] uncertainty [%] values [10−4 m2/s]

Electrolytic Copper 1.15± 0.08 7 1.16 [2]
Aluminium alloy UNI3571 0.63± 0.02 3 0.56–0.8 [31]
ARMCO Iron 0.18± 0.01 5 0.16–0.25 [32, 33]
AISI316 Stainless steel 0.037± 0.001 3 0.0348 [7]
NIMONIC90 Nickel base alloy 0.033± 0.001 3 0.031 [34]
IN738 Nickel base alloy 0.028± 0.001 4 0.026–0.04 [33, 35]
EBPVD YPSZ 0.0081± 0.0001 1 0.0086 [36]
APS YPSZ 0.0028± 0.0001 4 0.0020–0.0050 [19, 32, 33, 35, 37]

Generally periods ranged from 10 to 60 as a function
of the considered material.

At each modulation frequency data were acquired
at time intervals longer than three times the lock-in
amplifier time constantτ set up for the measurement;
in this way single measurements could be considered
statistically not correlated one to each other.

For the standard deviation:

σ =
√∑N

i=1(xi − x̄)2

N(N − 1)
(7)

N ranged from 20 to 70 as a function of the modulation
frequency, of the lock-in time constantτ and of the
number of periods set up in the acquisition software.

After completing the frequency scanning, as the un-
certainty of the experimental data varied with the fre-
quency, multiparametric weighted non linear fitting of
phase versus frequency should be applied in order to
estimate the thermal diffusivity. This was done apply-
ing a Levemberg-Marquardt procedure for minimising
the expression:

χ2(α, L , R, K ) =
N∑

i=1

[φ(α, L , R, K )− φi ]2

σ 2
i

(8)

whereK is an arbitrary additive constant added to the
phase,φ(α, L , R, K ) is the analytical solution of the
photothermal phase whileφi andσi are the normalised
measured phase values and their corresponding stan-
dard deviations respectively.

As an example, Fig. 6 shows the experimental error
bars in addition to experimental data and to the ana-
lytical fitting. As for the other samples experimental
errors are always less than one degree (typically 0.2–
0.4 degrees), the corresponding bars can not be drawn
in Fig. 5.

Since a single frequency scanning measurement
yields a sequence of averaged data, in principle by us-
ing the error propagation theory it would be possible
to estimate the uncertainty in the thermal diffusivity
evaluation associated to a single test.

However in this work the average value of thermal
diffusivity and its uncertainty, as reported in Table IV,
have been computed starting from data obtained re-
peating the experiment more times (usually three) on
the same sample.

In particular this uncertainty refers to the mean value
standard deviation defined as:

σᾱ = σαi /
√

N (9)

4. Results and discussion
Table IV summarises the thermal diffusivity values
obtained by fitting the experimental data with Equa-
tion 2. For free standing coatings, the reflection coef-
ficient R has been fixed to 1 because the thermal ef-
fusivity of air, which acts as substrate, is negligible
(5.51 Ws1/2 m−2 K−1) if compared to that of the coat-
ing. As a matter of fact, effusivity values range between
1900 Ws1/2 m−2 K−1 (YPSZ) and to 37000 Ws1/2 m−2

K−1 (Electrolytic copper).
Normalised phase curves measured for all the sam-

ples are shown in Figs 5 and 6. The measurements were
performed using two different lock-in time constants as
a function of the signal amplitude. In particular 300 ms
and 1s were used for YPSZ, nickel base alloys and
AISI316 and copper, aluminium and iron respectively.
The external integration time was of about 40 s. The
normalisation of the phase curves was performed on a
thermally thick sample of the same material. In such a
way the influence of frequency dependence of the de-
tection system and the non-linearity of the IR detector
have been minimised.

In Fig. 7 thermal diffusivity values obtained by TWI
are compared with data reported in literature: this com-
parison between expected and measured values gives

Figure 5 Experimentally measured phase of the ac component of sur-
face temperature versus modulation frequency for APS (•), EBPVD
(¤), IN738 (¥), NIMONIC90 (4), AISI316 (̈ ) and ARMCO Iron (♦)
samples. Solid curves were calculated by Equation 2.
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Figure 6 Experimentally measured phase of the ac component of surface
temperature versus modulation frequency for UNI3571 (¥) and Copper
(¤) samples. Solid curves were calculated by Equation 2.

Figure 7 Comparison between thermal diffusivity values measured by
TWI method and values as reported in literature. The straight line in-
dicates the perfect agreement between reported and experimentally ob-
tained data. Error bars represent the spreading of thermal diffusivity
values found in literature for some materials.

evidence of a very good agreement within a three order
of magnitude wide range.

As far as thermal diffusivity of APS sample is con-
cerned, there are many factors participating to the
strong spreading of values found in the literature. Main
causes are related to porosity content, its shape and its
orientation referred to the heat propagation. Moreover
the crystalline phase composition of the coating could
heavily affect thermal diffusivity values [38].

In particular for this sample, measurements have
been carried out both before and after the substrate
removal and the difference in thermal diffusivity data
resulted to be less than 5%.

5. Conclusions
Experimental results show that TWI can successfully
operate requiring a relatively low laser power (lower
than 1.5 W) for measuring, in a wide range of val-
ues, the thermal diffusivity of thin free standing coat-
ings and single layers. This was allowed because of the
approach to the experimental activity we followed. In
fact preliminary simulations of experiments using the

three dimensional model have been performed and a
subsequent comparison of these results with the one-
dimensional model allowed to optimised main experi-
mental parameters.
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